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Some general aspects are given of the calculation of stability con-
stants for mononuclear complexes by means of a weighted least squares
technique. Computor (the IBM 704, and the GEORGE) programs are
developed for the treatment of solvent extraction and potentiometric
titration data. The results of the use of these programs are compared
in & number of examples with results of earlier (usually graphical)
calculations,

Despite the extensive amount of research that has been conducted during
the past twenty years the problems encountered in the study of the associa-
tion between cations and complexing ligands, in aqueous systems, are far from
completely resolved. Most of the data in the literature has been interpreted
on the basis of the model, originally suggested by N. Bjerrum 1, that the forma-
tion of complexes always appears to occur in step-wise fashion with the stabi-
lities of the various species characterized by a series of mass action constants.

If the free energy data of complex ion systems are to be correlated with
other properties of the constituents of such systems (as for example the radii
of the cations) it is imperative that the original data be summarized in a

* manner efficient for comparative purposes.

Approximation techniques have been generally employed for the calcula-
tion of association constants 2,3, The increasing availability of high speed
digital computers makes it feasible to use a standard objective treatment,
e.g., the least squares adjustment, in the calculation of such constants. Com-
putations involved in such an adjustment become difficult when a desk type
of calculator is used both because of the large amount of data generally accu-
mulated in the study of a complex ion system and because of the fact that the
normal equations are often illconditioned.

* Based on work performed under the auspices of the U. S. Atomic Energy Commission.
** On leave of absence from the University of Stockholm, and the Research Institute of

National Defense, Stockholm, Sweden.
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2024 SULLIVAN, RYDBERG AND MILLER

Along with the calculation of the best values for the association constants,
the digital computer calculation makes it feasible to calculate the standard
deviation to be assigned to each constant (based on the over-all fit of the cal-
culated curve to the experimental points) as well as to provide some measure
of the consistency of the model used (based on the same criteria) without
recourse to @ priori assumptions concerning the specific number of entities
involved.

In the present communication we will present an outline of the methods
that have been used to express the relevant equations in forms suitable for
the digital computer computations and present the results obtained for a
few selected systems.

1. GENERAL ASPECTS OF THE CALCULATION OF SUCCESSIVE CONSTANTS
OF MONONUCLEAR COMPLEXES BY A WEIGHTED LEAST SQUARES
TECHNIQUE

Basic equations and definitions

[M] = concentration of uncomplexed central ion or molecule
[A] = concentration of unbound ligand
[MA,] = concentration of the nth complex

M+A=MA M+2A=MA, ...., M4 2A =MA, (1)
The equilibrium constant for the nth complex is
MA,] _ 7
Yy = move = IT k, 2
P~ oAy ~ 4 ®

where the k’s are constants for the formation of the individual complexes
formed in a stepwise manner. The total central ion concentration Cy is

N
Ox = [M] + > [MA,] (3)
n=1
and the total ligand concentration C} is
N
Ca=T[Al+ > n [MA,] (4)
n=1

where N is the maximum number of ligands bound per metal atom. The
ligand number, 7, is defined 2 as the average number of ligands combined with
each central atom N

> n BAT
Ca—[A] _ a5 (5)

Cu N
> Ba (AT
n=0
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The degree of formation 2 of a given complex, MA, is
_ MA] _ BJA

e =5
> B AT
n=0

COu
Various combinations of the above basic equations have been used for
the estimation of association constants 3. Underlying eqn. 2 is the basic assump-
tion that the ratio of the activity coefficients of the various species involved
in the equilibrium are constant. A test of the validity of the model specified
by eqn. 2 is not included in this investigation.

(6)

Some general aspects of the calculations

When, as in our examples below, either a potentiometric titration or a
solvent extraction procedure is used to investigate the formation of complex
ions, the particular equations that are relevant for the specific procedure can
be expressed in terms of a power series. The parameters of this power series
(which are to be determined by a least squares procedure) are constants of the
type defined in eqn. 2 or related to that type of constant by an elementary
transformation. On the basis of the model we are using, negative parameters
and those whose standard deviation spans zero will be rejected, that is, we
shall determine the best set of parameters in the least squares sense subject
to the restriction that each parameter be positive, in fact, that each parameter
minus one standard deviation be positive.

An outline of the least squares analysis used as a basis for the computer
programing is given in Appendix I.

The equations that we are to subject to the least squares adjustment gener-
ally merit the term of opprobrium, “illconditioned’’ 4. One can understand
how a condition sufficient to bring about this state of the equations arises
from a consideration of the physical aspects of the problem.

An experiment to determine association constants involves the variation
of the concentration of the complexing ligand under consideration over as
wide a range possible concomitant with the conditions of observational feasi-
bility and invariance of activity coefficient ratios. The usual result is the varia-
tion of such a concentration (or independent variable) over many orders of
magnitude with a much smaller range covered by the measured property (or
dependent variable). Such a disparity in the range of the dependent and inde-
pendent variables is sufficient to bring about ill-conditioned systems.

From the computational viewpoint this ill-conditioning means that there
are a large number of nearly correct solutions to the equations. The existence
of this wide variety of nearly correct solutions leads to difficulties in obtaining
numerical values for the parameters. Although it is feasible to compute a
measure of the degree of conditioning of the equations to be solved 4° since
we are primarily concerned with the parameters obtained, and their standard
deviation, we have not performed any such calculations in the course of this
investigation.

Acta Chem. Scand. 13 (1959) No. 10



2026 SULLIVAN, RYDBERG AND MILLER

The capacity of the digital computers is generally large enough so that the
effect of rounding off errors on the matrix inversion is minimal for the computa-
tions to be described. This tends to eliminate one of the sources of difficulty
encountered when the matrix inversion technique is used for the solution of
the normal equations.

Prior to any computer calculation, the data is (of course) studied graphically
to determine: (a) the highest power of the independent variable in the series
that should be considered (¢.e. N); (b) that a smooth curve can indeed be drawn
through the experimental points.

After the calculation has been completed the computed curve is plotted
and the scatter of the experimental points around this curve is examined to
determine if there are systematic deviations, ¢.e., a large number of consecutive
points which lie on one side of the curve. In addition, since a log-log scale
(with its attendant distortion) is generally most convenient for a graphical
representation of the type of data considered here, a point by point comparison
between experimental and calculated values is carried out to insure the
adequacy of the functional form used in the computation.

Weighting procedures

In the analysis outlined in the Appendix it has been explicity assumed that
only the measured distribution coefficients (in the case of solvent extraction
experiments) and the measured free ligand concentration (for the potentio-
metric titration investigations) have associated random errors. The validity
of this assumption is securely based on the experimental procedures used in
these investigations. It is also apparent from considerations of the experi-
mental procedures that the individual observations have different variances
over the range of free ligand concentrations studied. This necessitates weight-
ing the individual measurements.

With the foregoing in mind an estimate of the weight of an individua
observation in experiments of the type to be considered here is most reasonably
obtained by detailed considerations of the specific investigation. For example,
in the case of the Np(IV)—HSOjz system 8, since the measured distribution
was always adjusted to approximately unity and replication indicated the
same precision at all points, the use of 1/y as a weighting parameter is reason-
able.

For other distribution studies the initial approximation of the weights
may be obtained from the measured standard deviation at free ligand con-
centrations for which replicate measurements were made or by considering
the error to be feared in the distribution coefficient caused by the error in
the analysis of each phase. For studies in which a radiometric assay procedure
is used this latter quantity is readily estimated using standard formulas?.
Caution must be exercised in assigning weights based on the variance from
replicate measurements unless the number of measurements at each point
is large. When only a few sets of duplicate measurements are available consi-
deration should be given to using an average percentage uncertainty as first
approximation to the individual weights.

Acta Chem. Scand. 13 (1959) No. 10
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For potentiometric titration experiments similar considerations may be
used as the basis for initial weight approximations. For example in the absence
of replicate experiments the type of precision to be expected in an emf measure-
ment might be used as the basis of assigning weights to an individual observa-
tion. To avoid prolixity, further discussion of this point will be deferred until
the individual examples are considered.

In the calculations to be described use has been made of the errors of exter-
nal consistency & for the computation of the standard derivations of the para-
meters and as a test of the validity of the hypothesis under consideration.
This approach is a reasonable one to use if we consider the type of data that
is to be treated. For example, it is easy to visualize a solvent extraction experi-
ment with systematic errors in a certain region of free ligand concentration.
Errors of this type would never be observed by replication and consequently
weights based on the apparent precision of measurements at a point in this
region would not be realistic for the calculation of the weights of the para-
meters. Therefore the square of the actual deviation between experimental
and calculated points is a logical scale to use for the calculation of the standard
deviations of the parameters.

In addition, the reasonableness of an arbitrary assignment of weights to
individual observations can be justified by the fact that if one is fitting with
the correct functional form and has assigned the correct weights, then the mean
value of y2/k—1 = 1%

Computer programs

Three separate programs were used in the course of this study, two of
them being specifically developed for this investigation.

The digital computer ’George”’, developed at Argonne National Labora-
tory®, has available a program for the least squares calculation of the a, in
the polynomial N

y= o <
The input data for this program are y, x and the weight of y. This program

is suitable for the computation of the f, in the polynomials used by either
Leden 19 or Olerup 1! for graphical estimations of the parameters.

M) _ <
%M]{A]] = z B, [A]*~1 (Leden) (7a)
0 . n=1
[_1\% - Z B, [A]* (Olerup) (7b)

As illustrated by the treatment of the Np(IV)—~HSO; data, the form of the
input is altered depending on the type of measurements made; cf. Ref.12.

* See Appendix for a definition of this quantity.
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2028 SULLIVAN, RYDBERG AND MILLER

A program was developed for the IBM 704 for use in solvent extraction
investigations. This procedure calculates the best (in the least squares sense)
a, in the polynomial

N
yr¥ =z = a,x" (8)
.

The input data are , y, and estimated errors in the determination of the
concentrations in both phases from which weights are calculated 12. This
program can, e.g., be used for data that can be summarized by eqn. 6. The
development of the program in the specific form used in the present investiga-
tion emphasizes the underlying philosophy of machine computations, i.e., the
minimization of transformations applied to the original experimental data
prior to computer input.
The 7 relation of Bjerrum 2 (eqn. 5) can be rearranged
N

N
> @—n) B, [A]' = > (Ca—[A] — n Cx) f, [A]" = 0 (9)
n=0

n=0

A program was developed for the IBM 704 to calculate the best values for the
B, from the equation: N

0 =2 (y—z—nz) pa" (92)

The input data are y == Ca, x = [A] and z = Cy as well as the estimated
standard deviation that occurs in the measurement of x.

Output data that are common to all three programs includes: the values
of the parameters with their standard deviation (based on external consistency);
the value of Su, *, calculated values of the function, using the derived con-
stants, for the original experimental « values.

2. EXAMPLES OF THE TREATMENT OF SOLVENT EXTRACTION DATA

The System Np(IV )-HSO,®. The use of theonyltrifluoroacetone (TTA)
as a chelating agent for the extraction of cations from an aqueous into an
organic phase has been used by a number of investigators 3 to obtain data that
may be interpreted in terms of ionic association. The assumptions upon which
this interpretation is based have been clearly stated 13 and will be used in the
following treatment. The partition ratio of the concentration of Np(IV)
in the organic phase to the total concentration of Np(IV) in the aqueous phase,
@, under conditions of constant acidity and ionic strength and corrected to
unit activity of TTA in the organic phase can be expressed as,

N
Q= Qu/ > B [HSO (10)
where f; = 1, and N = 2, 0

* See Appendix.
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Simple transformations lead to
¥y = ay + a; [HSOz] + a, [HSO, 2 (11)

where y = 1/Q, a, = 1/Q, (§, is the normalized distribution coefficient of
Np(IV) in the absence of HSOY), ay = f1/@q, @as = B3/@,. This puts the original
data in a form suitable for the least squares calculation of the a, using the com-
puter program based, on eqn. 7.

The weight of the individual observation was taken as 1/y as previously
indicated. In this case a test of the internal consistency of the data is made
possible by comparison of the calculated value of ¢, with the independent
experimental determination of this quantity. The relevant output data are

Table 1. Parameters describing the system Np(IV)-HSOj, 25°C, 4 = 2.00, [H+] =2.00.

Q 2 | Iy
This work (2.94 + .23) x 10¢ 118 4+ 14 16 £ 2
Original ¢ (2.84 £ .04) x 104 135 + 14 16 + 2

summarized in Table 1, along with the results of the original computations made
by the limiting value method of Leden 1°. The uncertainties listed in the above
are standard deviations as are all such uncertainties stated in this work.

The values for the parameters obtained by the least squares adjustment
are in reasonable agreement with the original graphical estimates. It is of
interest to note that the original estimate of the errors (9,) in the parameters
k, and k, are of the same order of magnitude as those determined by the more
objective computation described here. However the estimation of the uncer-
tainty in ), based on the experiments summarized in Table 2 of the original
investigation, is seen to be significantly smaller than the standard error based
on eqn. 8, Appendix. This emphasizes the logic of the choice of external
consistency as a basis for weighting the parameters determined by the least
squares adjustment. ‘

Pu (1IV )-acetylacetone. A large number of solvent extraction investigations
have been conducted for the purpose of determining association constants
between metal ions and organic ligands 4. The assumptions basic to such an
interpretation have been outlined 1 and are implicitly accepted in the following
treatment.

We will consider the least squares adjustment of the data presented for
the Pu(IV)-acetylacetone system 3 as an example of the utility of digital
computers in the interpretation of such distribution results. Considering only
uncharged species in the organic phase, and under conditions of constant ionic
strength from considerations similar to those previously discussed, we may
write eqn. 8 as

y = [Aa]}/@ = ao + a, [Aa] + a, [Aa]? + a5 [Aa]® + qq [Aa]t (12)

where @ is the measured partition ratio of the concentration of PuAa, in
the organic phase to all species of Pu in the aqueous phase, [Aa] is the free

Acta Chem. Scand. 13 (1959) No. 10



2030 SULLIVAN, RYDBERG AND MILLER

Table 2. Parameters for the system Pu(IV)-acetylacetone, u = 0.1, 25°C,

Computational —log a, —log a, —log a, —log ag —log a,

Least squares 26.22 4 0.11 8.45 4- 0.06 | 2.54 + 0.07

Two parameter *| 36.4 4 1.3 | 25.5 + 0.8 | 16.240.7 | 85 + 0.4 2.44 4 0.20

Ligand number *| 36.0 4- 1.3 | 25.0 4+ 0.8 | 16.9+0.7 | 8.4 4 0.4 2.50 + 0.20

Limiting value *| 36.6 - 1.0 | 25.8 + 0.8 | 16.2 0.7 | 8.6 + 0.4 2.56 4+ 0.20
* A description of the approximation techniques as used is given in Ref. 3

acetylacetone ligand concentration in the aqueous phase, a, = 1/4, where
2s is the distribution coefficient of Pula,, a3 = f3/4,6,, a3 = Ba/A4Bs,
ay = P1/,84, and ay, = 1/4,8,. From the published data one may estimate a
weight for the original observations based on a 20 9, standard error in the
measured partition ratio €. This type of estimate is obtained from a considera-
tion of the results of replicate experiments since the analytical scheme does
not readily afford a basis for choosing weights based on the uncertainties to
be expected in the determination of .

The relevant output data is summarized in Table 2 along with the graphical
estimates of the parameters computed in the original publication.

The most interesting aspect of the results obtained is that the least squares
treatment of the data allows a complete description of the results using only
three parameters. Attempts to force a fit to the data in terms of five para-
meters, i.e., in terms of the a priori assumption that the formation of the
complex ions PuAa*3, PuAas?, PuAag, PuAa,, proceeds in a regular manner,
always resulted in values for the parameters a, and a, which were inconsistent
with the specified model. This example emphasizes one of the most useful
features of the computational method under consideration that it provides a
description of the results in a manner consistent only with the precision of
the observations.

Chemical bias coupled with a highly ill-conditioned system made possible
the results obtained originally by the limiting value and ligand number
methods. The results obtained with the two parameter method are a reflec-
tion of the assumptions used in that approach and emphasize the limitations
imposed by Dyrssen and Sillen in their development of this technique 3P,
1.e., that the equations developed are exact only for the cases where one or two
species are formed.

From the chemical viewpoint this result implies that, at equilibrium, in the
experiments considered, the aqueous phase concentration of the species
PuAaZ* was not large enough to have any observable influence on the measu-
red distribution coefficient. The data are adequate to provide reliable values
of the distribution coefficient, the product k,k, and k,. Any further informa-
tion adduced form these results must be viewed with the reservation accorded
postulates of unknown scientific validity.
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3. POTENTIOMETRIC TITRATION DATA

Eqn. 9 is the basis for computation of complexity constants in systems
where the total metal, ligand and free ligand concentrations are the measured
quantities. Data from the pioneering work of J. Bjerrum 2 will be used to
demonstrate applications of this computer program.

The Systems Ag(I)—NH, and Cu (Il )—NH,. The results obtained for
the first mentioned system with an estimated weight of an individual observa-
tion corresponding to a standard deviation of 0.7 9, in the free ligand concentra-

Table 3. Association constants for the system Ag(I)-NH,, u = 2.0 (NH,NO;), ¢t = 30°C.

log k, log k,
Bjerrum ? 3.20 3.83
This work 3.181 + 0.008 3.848 4 0.098
Irving and Rossotti 3¢ 3.19 3.84

tion (yielding ¥2/k—1=1.00) are presented in Table 3. For comparison we also
include the values obtained from the computations in the original paper as
well as a set of values for the association constants computed by Irving and
Rossotti ®. The later investigators made their computations by rearranging
what is essentially eqn. 9 into a form linear in g, and f, and performing an
unweighted least squares computation. The results obtained in this example
emphasize a number of important aspects of the present investigation.

(1) When experiments of high precision (as in this case) are available a
weighted least squares treatment provides the best summary of such data.
This is demonstrated by the fact that the precision of the original data justifies
the use of one more significant figure than was originally presented. Another
question is if the third decimal figure is of any significance because of syste-
matic errors; however, this will not be discussed here.

(2) When graphical adjustments are properly carried out they will provide
values for the constants consistent with the results obtained by the analytical
methods being discussed here.

(3) The values given by the third treatment tabularized points out a
pitfall for the unwary. The maximum amount of informations consistent with
the precision of the experiments is not obtained unless the least squares treat-
ment of the data is carried out in a proper manner.

It is instructuve to consider a second example from the same work 2 in
order to point out difficulties that may arise when using the present computer
program. It is obvious that if any two rows or columns of the matrix W (eqn.
5, Appendix) are nearly multiples of one another a situation will exist that
makes for near indeterminancy with the consequent difficulties in a computa-
tion of the parameters. Another more subtle point that will be troublesome
can be shown by the following example.

For the system Cu—NHj calculations based on all the observations failed
to yield significant parameters. Inspection of the data will show that at the
point with 7 = 4.002 there is a change in the value of X by approximately
a factor of 10. The introduction of this number into the matrix W may req-
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Table 4. Association costants for the system Cu(II)-NHs, u = 2.0 (NH,NOy), t = 30°C.

log k, log ks log k&, log k&,
Bjerrum 2 4.19 3.50 2.88 2.19
This work 4,134 4+ 0.004 [3.528 4+ 0.008 |2.87 4 0.01 2.15 4 0.02

uire a range of numerical values exceeding the capacity of the computor.
The use of other techniques, such as orthogonal polynomials is under in-
vestigation in an attempt to extend the computations over the complete range ot
the variables. A computation excluding this point gives the results summarized
in Table 4. A weight proportional to a standard deviation in the free ligand
concentration of 0.72 9, will yield a value of X2/k—1 == 1.00 for this system.

The conclusions to be drawn from these results are self-evident in the light
of our previous discussion.

CONCLUSIONS

If quantitative comparisons between the association constants of complex
ion systems are to be made in terms of electrostatic effects or any other of the
fundamental properties of these systems such as suggested by J. Bjerrum 2
it is necessary not only that precise data be available but also that such data
is summarized in the most efficient possible manner. Such a summary is
provided by the least squares adjustment of experimental observations. It
should be emphasized that the least squares adjustment of data for the calcu-
lation of complexity constants is readily feasible at the present because of the
development of high speed computers. The concepts involved have been well
known for over a hundred years.

Attention should be directed to the limitations on the information that
is provided by such an adjustment. This particular method of treating the data
can only compensate for the ubiquitous random errors which plague the experi-
mentalist. The use of this method cannot compensate for inadequate data.

However, when properly applied, the least squares treatment does provide
the best summary of experimental observations. We hope that the availability
of the programs for the IBM 704 will be of assistance to investigators who do
desire to use this treatment of their data.

APPENDIX

Presented below, in outline form, is the analysis upon which the computer
programs we have described are based. Consider the equation

N
Yy = Z a,z" (1)
n=0
where the dependent variable is subject to random errors. The weighted least

squares method requires that a set of a, be determined which minimizes
N

S = i wz(z ob,,xi”—y,-)2 (2)
in1 0
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The choice of

1
w; = P (3)

where 0,2 is the variance of the measurement y;, corresponds to the Chi-squared
minimum method *.

The normal equations resulting from the minimization of S with respect
to variations in the a, are:

_ N T " _ —
2 w; Zwx, ... 2w g 2wy,
7 1 1 al 1_‘
: : 2’ WY,
14 .
= (4)
N N1 2N o N
2w 2 wa, 2w an 2wy,
or in matrix notation WA = Y. (5)

Eqn. 5 is solved by inverting W and multiplying this inverse matrix into the
vector Y. Thus
A=W1lY (6)

yields the best values of the parameters ay, ay, . . . , ay. The minimum value
of 8, that is the right hand side of eqn. 2 using the best values of the {a,}, is
then calculated, and the standard deviations of the parameters are calculated
by external consistency via
St
2 — —1 Tmin
U”i — wi;‘ k__ 11 (7)

where W, 1 is the ith diagonal element of the inverse of W, and % is the number
of degrees of freedom for the system (4)**. In this formulation the number of
degrees for the system is [I—(N - 1)]***, Furthermore the sample values of
Smin for a system of % degrees of freedom have the Chi-squared distribution
for £—1 degrees of freedom ****  Thus we should expect Smin to have the x?
distribution for (I—N) degrees of freedom and eqn. 7 becomes

0 2 = W, ISinian (8)

The consistency of the resulting parameters {a,}, the measurements {y,},
and the estimated errors of measurement {;} is tested by comparing the value
of Smi, with the expected value of 42 for (I—N) degrees of freedom.

* Harald Cramér, Mathematical Methods of Statistics, Princeton University Press, Princeton
1946, § 18.1 and § 30.3.
** Dumond and Cohen, Rev. Modern Phys. 25 (1953) 691.
*** Tarald Cramer, Mathematical Methods of Statistics, § 29.2, p. 379 ff.
**xx Thid., § 29.8, p. 381 ff.

Acta Chem. Scand. 13 (1959) No. 10



2034 SULLIVAN, RYDBERG AND MILLER

With the following modifications, eqn. 9, as applied to the titration data,
can be given the same treatment.

Let
N
z y—x—nz) fa" (9)

In the titration experiment, one should have U = 0. One can determine that
set of {f,} which, for a given set of {x;, y,, 2;}, makes U nearest to zero in the
least squares sense by minimizing

I

8= w, Uz, y, 2) (10)

=1

with respect to variation of the parameters {f,}. The weights, w;, should be
taken as
1

where dU is the variation in U for fluctuations in the variables (z, ¥, z). If
most of the variation in U is due to variation in z, then

_ iU

Since one needs to know the §, in order to calculate dU/dx, an iterative
procedure was employed here. First a set of approximate f’s was calculated
for w; = 1. Using these approximate 8’s, the weights via eqnns. 12 and 11
were calculated. Then an improved set of 8’s are calculated. Generally three
such iterations yield a consistent solution.
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